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1. (MLP) Consider the following MLP from Lecture 11 slide 9.
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The MLP has sigmoid hidden units and identity output activation, with weights shown
on the edges. The output 𝑜 is obtained using the following computation(︂
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(a) For arbitrary weight matrices 𝑊1 and 𝑊2 and arbitrary input (𝑥1, 𝑥2), write down
the output 𝑜 as a function of 𝑊1, 𝑊2 and the input (𝑥1, 𝑥2).

(b) Assume that when (𝑥1, 𝑥2) = (1, 2), the true output is 𝑦 = 1. Consider the loss 𝐿 =

1
2
(𝑜 − 𝑦)2. When 𝑊1 =
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, and 𝑊2 =

(︀
1 1

)︀
, compute the partial derivatives

in (b) using the backpropagation algorithm.

2. (Automatic differentiation)

(a) Numerical differentiation, symbolic differentiation and automatic differentiation are
often used to automatically compute the gradient of a function. Explain how these
methods are different from each other.

(b) Draw a computational graph for evaluating the following function

𝑓(𝑥1, 𝑥2) = 𝑒𝑥1 sin𝑥2 + 𝑒𝑥2 cos𝑥1.

Show how forward mode autodiff can be used to compute the partial derivative 𝜕𝑓
𝜕𝑥1

.
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